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Abstract—Metaphor plays an important role in human com-
munication, which often conveys and evokes sentiments. Nu-
merous approaches to sentiment analysis of metaphors have
thus gained attention in natural language processing (NLP). The
primary focus of these approaches is on linguistic features and
text rather than other modal information and data. However,
visual features such as facial expressions also play an important
role in expressing sentiments. In this paper, we present a novel
neural network approach to sentiment analysis of metaphorical
expressions that combines both linguistic and visual features and
refer to it as the multimodal model approach. For this, we create
a Chinese dataset, containing textual data from metaphorical
sentences along with visual data on synchronized facial images.
The experimental results indicate that our multimodal model
outperforms several other linguistic and visual models, and also
outperforms the state-of-the-art methods. The contribution is
realized in terms of novelty of the approach and creation of a
new, sizeable, and scarce dataset with linguistic and synchronized
facial expressive image data. The dataset is particularly useful in
languages other than English and the approach addresses one of
the most challenging NLP issue: sentiment analysis in metaphor.

Index Terms—Sentiment Analysis, Metaphor Identification,
Facial Images, Linguistics Features, Multimodal Model

I. INTRODUCTION

Metaphor is pervasive in human language, and it is im-
portant in conceptual knowledge [1]–[3]. In metaphorical lan-
guage, humans use one concept, typically physical, concrete,
and simple, to express another, typically abstract, vague, and
complex concept [4], [5]. For example, “time is money.” Time
is metaphorically viewed as money to emphasize that it is
valuable. In another instance, “She killed my fear,” my fear
is described as a living thing, and thus, dispelling it relates
to killing. Metaphor involves mapping between two domains
and conceptualizing one domain (target) in terms of another
(source).

Sentiment or emotion, as a widely used abstract conception,
is frequently communicated and conceptualized by metaphors

[6], [7]. Generally, two different metaphors convey and evoke
sentiment. In one case, the target domain is sentiment itself.
For instance, in ”she was boiling at what he did,” the angry, e-
motional self is conceptualized as steam, and so it is expressed
metaphorically in terms of boiling. Other metaphors not about
emotion, but they have sentiment or emotional connotations.
For example, in the metaphorical stance “the inflation has
eaten up him,” the target domain is inflation and the source
domain, implied by the verb eaten up, is some kind of fierce
beast. This metaphorical instance may thus express senses
of fear and negative sentiment about inflation. Neuroscience
research suggests that metaphorical texts are associated more
with the activation in the amygdala that process emotion than
with literal areas [8].

Scholars in artificial intelligence [9] and natural language
processing (NLP) have realised the importance of metaphors
in expressing sentiments. Early research works in sentiment
analysis in metaphors focussed on computational methods that
aimed at performing sentiment analysis based on linguistic
features and text resources, thus completely ignoring other
modal information and data. But it is evident from the research
work carried out by [10]–[13] that humans often express and
convey sentiments in multimodal ways i.e. combination of tex-
tual, visual and audio ways. Using a combination of different
ways for sentiment analysis have proven to be successful in
the work carried out by [14], [15] and, we therefore consider
visual features such as facial expressions in our research work
for metaphor sentiment analysis. Visual features such as facial
expressions strongly relate to emotional state and therefore
considered very important for emotional communication and
detection [16], [17].

We therefore propose a novel approach that combines both
textual and facial representations for sentiment analysis of
metaphors. To validate our approach, we constructed a dataset
containing Chinese metaphorical textual instances with manual



annotations of sentiment accompanying facial images of indi-
viduals reading metaphorical sentences. We then used facial
expression and linguistic features to analyse sentiments of
metaphor. We employed a feature fusion approach to combine
textual and visual features that improve the performance in
terms of classification of sentiments of metaphor. Experimental
results demonstrate that our multimodal model outperforms
textual and visual models separately. Our approach signifi-
cantly outperforms the state-of-the-art method. In short, the
contributions are as listed below.

• A novel neural network approach is proposed for sen-
timent analysis of metaphorical expressions, which ex-
plores linguistic and facial expressive features.

• A novel and scarce dataset is presented, which will be
released publicly with linguistic and synchronized facial
expressive image data. The dataset is particularly useful
for Chinese language processing.

• Experimental results prove the efficiency of our approach
in terms of classification as compared to other textual and
facial models separately.

• Our findings add psychological evidence on the relation-
ship between sentiment and metaphor.

The rest of the article is organised as follows. Section II
reviews related work that presents a couple of techniques
and datasets in relation to sentiment analysis of metaphors.
Section III describes the data used in the experiments in detail.
Section IV explains the methodology proposed. Section V
shows experimental results. Analysis is carried out on the
experimental results and its efficiency and comparison is made
with state of art methods in the same section. We finally
conclude and discuss future research in Section VI.

II. RELATED WORK

This section discusses datasets and methodologies in similar
research works to ours. Section 2.1 talks about the existing
datasets and Section 2.2 explains existing methodologies used
in metaphor sentiment analysis.

A. Datasets

Ghosh et al. [18] proposed a figurative language dataset
collected from Twitter. The types considered were sarcasm,
irony, metaphor, and others. They collected content and hash-
tags for each tweet, and annotated the sentiment score of the
tweets on an 11-point scale, ranging from -5 (very negative)
to 5 (very positive), with 0 meaning neutral. The dataset was
then used in metaphor sentiment analysis. Another dataset in
Kozareva’s study [19] was based on annotated data from [20].
Kozareva collected metaphors in English, Spanish, Russian,
and Farsi in the governance domain. This dataset provided
the sentiment polarity and valence scores for the sentiment
analysis experiment.

There are a few datasets known to be useful for senti-
ment analysis of Chinese metaphors. Peng et al. [21] used
a manually annotated dataset which had a collection of 4,900
metaphorical contexts including 2,168 negative samples and
2,732 positive ones from Chinese literature. They annotated

the target and sentiment of the metaphors with three native
Chinese speakers. Lu et al. [22] built a multilingual anno-
tated corpus containing 5,422 tweets on four topics (iPhone
6, Windows 8, Vladimir Putin, and Scottish Independence)
in English, Japanese, and Chinese. They provided various
information on Twitter, including emotional signals with po-
larity, degree modifiers, subtopics, hashtags, global sentiment
polarity, and rhetorical devices (metaphor, comparison, sar-
casm, rhetorical question, and non-rhetoric). Unlike previous
studies focusing on textual data, this paper involves textual
data from metaphorical expressions along with visual data on
synchronized facial images.

B. Automatic Emotion Recognition in Metaphor

It has been proven that metaphors contain more intense
emotions than literal expressions [23]. Therefore, in daily life,
people usually use metaphors to express their emotions. The
researchers, nowadays, are shifting their focus to the study
of sentiment analysis in metaphors. Numerous research works
have been carried out in this direction leading to a number of
metaphorical sentiment detection methods.

Strzalkowski et al. [24] proposed a rule-based metaphorical
classification model. The authors built a calculus based on an
extended version of the Affective Norms in English Words
(ANEW) psycholinguistic database. They also extended and
improved this calculus to capture prior affect brought by
metaphor’s direct context. Nguyen et al. [25] used a statistical
approach named Figurative Language Analysis. This model
could classify tweets into three categories by term features
and emotional patterns.

Some researchers used machine learning methods [26], [27]
to classify the polarities of metaphorical emotions and used
regression models to score emotions. Kozareva [19] combined
the triggering of cognition, emotion, perception, and social
processes with stylistic and lexical information. By analysing
English, Spanish, Russian, and Persian datasets, Kozareva
showed that the development of implicitly rich texts affects
polarity and value prediction techniques that are portable
between languages. McGillion et al. [28] proposed a stacking
system composed of several regression models (including
ridge regression, mixed Gaussian model, and Bayesian ridge
regression) to predict sentiment score on figurative language
from Twitter. For the same task, Patra et al. [29] used textual
and sentiment features, including parts of speech, sentiment
features, intensifiers, and sentiment abruptness, to train a
multilevel classification model to improve the prediction per-
formance.

Rentoumi et al. [30] proposed a method for sentiment
analysis of metaphorical language, using word sense disam-
biguation, giving polarity to the meaning of the word using an
n-gram-based method. The polarity of the sense is combined
with the context price converter. The hidden Markov model
further assigns polarity to the sentence. Zhang et al. [31] con-
tributed a deep learning method based on an attention-based
long short-term memory (LSTM) network. The model could
detect the binary sentiment of metaphorical context effectively.



Fig. 1. Examples of metaphorical sentences with positive, neutral and negative sentiments.

It described the interaction using attention mechanisms and
standard LSTM. Dankers et al. [32] used a multi-task learning
method to jointly learn metaphors and metaphorical emotions
through hard parameter sharing and soft parameter sharing.
Similarly, Huguet et al. [33] proposed the first combined model
of metaphor, emotion, and political rhetoric, and proved that
they can improve performance in the three tasks. There were
works related to the use of support vector machines in the
recognition of facial expressions in references [34] [35] [36].

III. DATASET

A. Textual Data

The textual data used in our experiments originated from
the works of Zhang et al. [37]. It consists of a Chinese
metaphor corpus with 5,605 metaphorical sentences contain-
ing annotations of sentiments. To build this corpus, Zhang
et al. collected real-world Chinese sentences with abundant
emotional information from different sources, including books,
journals, movie scripts and networks. In this corpus, there
are three categories of manually annotated sentiment: positive,
negative and neutral. The emotion intensity has five degrees
(1, 3, 5, 7, and 9) for both positive and negative sentiments,
and one for neutral sentiment (0). We selected sentences with
an average length of 15.5 Chinese characters. The emotion in-
tensity of all selected sentences for both positive and negative
sentiments were all equal to or greater than 7. This eventually
meant that the sentiments in these sentences were strong and
clear. The selection process resulted in 725 sentences with
negative sentiments, 491 sentences with positive sentiments
and 1005 sentences with neutral sentiment. We used them
in the process of visual data collection and textual feature
extraction. Examples of metaphorical sentences with positive,
neutral and negative sentiments are given in Figure 1.

B. Visual Data

To collect visual data, online and offline campus adver-
tisements were posted to gather student participation in this
research work. All the participants were first asked to provide
consent to take part in the research work. Participants were

also requested to provide their written consent to taking
photographs and other relevant data that was going to be used
in current experiment and possibly in future experiments as
well. A total of 40 participants (27 males and 13 females)
took part in the survey. They were aged between 18-21. Each
participant was randomly allocated 125 sentences from the
dataset which had combination of all three types of sentiments
(positive, negative and neutral). Every sentence was read by
randomly selected 5 other students to minimize the error
brought by the different participants. We followed the below
procedure for data collection.

• Each participant sat at a distance of 90 cms from the
scanner. They were asked to remove glasses (if they wore
any) and asked not to move.

• The sentences were displayed on screen one by one.
• Each sentence was displayed for a period of 10 seconds

to know the sentiment.
• The scanner collected the facial expression change 1-2

seconds after the sentences were read.
• This process resulted in 50-130 colored photos per stu-

dent per sentence.
Using sentence embedding alone to classify sentiment in

metaphors is difficult and less efficient. To improve the
efficiency (which means improving performance by correct
classification), we added visual features extracted from photos
of people reading sentences. For this we used two 3-D scanners
[38] which were set up using two Basler cameras (acA640-
750um and acA1300-200uc) and a digital light projector
(LightCrafter 4500 EVM) to screen high-definition face im-
ages. This scanner has the capacity to output a series of point
clouds (or RGB-D data) and color textures at 120 fps, so that
subtle facial expression changes can be captured.

Using the above process, 327,793 images of human faces
were generated in total. Each sentence had around 328 images
that reflected the sentiment in the form of human expressions.
The original image size (1280 × 1024) which had background,
was reduced to a size of (300 × 300) by removing the
background in the preprocessing step, as can be seen in Figure
2. The feature points on these images were extracted by a



classical face recognition algorithms [39].

IV. METHOD

In this paper, we used a fusion model to predict the
sentiment of metaphors. The structure of this model is shown
in Figure 3. The entire methodology was executed in three
steps. In the first step, an LSTM network was used with
attention to learn the linguistic embedding of sentences [40].
In the second step, we added the embedding of matching facial
expressions learned by convolutional neural networks (CNNs)
[41], [42]. In the third step, three kinds of fusion methods
were used to combine the linguistic and visual features. Each
one of the steps are explained in detail in the sections below.

A. Learning Linguistic Representations

Peng et al. [21] found that using an attention mechanism to
capture the importance of each word in the LSTM network can
improve the sentiment classification performance. We there-
fore trained an LSTM-based model with attention mechanism
to classify sentiment of metaphors. The model was used to
learn representation of sentences in test dataset and generated
vectors. The vectors were then used to classify sentiments of
these sentences that were to be used later in the experiments.

We implemented the model primarily using Python tool
package, Keras1. An embedding layer was used to load the
word vectors that were pre-trained on the microblog corpus of
every sentence, S = (w1, w2, . . . , wn), where wi is the word
embedding vector. They were then fed into the LSTM layers
that generated sequences of hidden states. Let x̃t = [ht−1, xt];
each cell in the LSTM layer performs the following compu-
tation:

ft = σ(Wf · x̃t + bf ), (1)

it = σ(Wi · x̃t + bi), (2)

C̃t = σ(WC · x̃t + bC), (3)

where σ is the sigmoid function, ht−1 is the output of the last
cell, and xt is the input word vector of the current cell. Wf ,
Wi, WC and bf , bi, bC are the weight matrices and biases of
the corresponding layers in an LSTM cell.

Then, the cell state is updated by

Ct = ft ∗ Ct−1 + it ∗ C̃t. (4)

The output of current cell is generated by

ht = σ(Wo · x̃t + bo) ∗ tanh(Ct), (5)

where Wo and bo are the weight matrix and bias of the output
gate in the current cell of the LSTM layer respectively.

We then put these sequences of hidden states into the
attention layer, which could capture the importance of each
word. The weight of every word in a sentence was calculated
by:

A(hi) = tanh((hi ∗W )T + b), (6)

1https://github.com/keras-team/keras

Fig. 2. Examples of images of facial expressions.

Fig. 3. The process of linguistic and visual feature extraction and fusion.

where hi is the output of the ith word in the sentence of the
LSTM layer. W and b are the weight matrix and the bias of
the LSTM layer respectively. Finally, we generate the input
vector x of the next layer using the weighting summation of
the output vectors of the LSTM layer:

x =

N∑
i=1

A(hi) ∗ hi. (7)

In our experiments, we used 300 dimensions of word vectors
as the input. We set the output of the LSTM layer to 100
dimensions. The length of sentences were set to 10 words.
If there were less than 10 words in a sentence, the word
embedding sequences of the sentences were filled with 300
dimension vectors consisting of 0s. A dense layer with a
dropout rate of 0.2 was also added before the output layer
to avoid overfitting.

The output layer used a softmax activation function. We
optimized the model using the RMSProp method, and the loss



function was binary crossentropy. Moreover, the model used
the backpropagation algorithm to reduce the loss rate for the
whole training process of the model.

We randomly selected sentences from our dataset in Section
III-A to train this model. This contained 1,221 sentences in
the training set and 1,000 sentences in the testing set (Table I).
Firstly, we used a Chinese word segmentation tool called jieba2

to divide each sentence into words. The rationale behind using
the segementation tool jieba is that, it is commonly used tool
that works on word frequency statistics and considered very
light-weight and fast. We filtered out the stop words using
jieba.

TABLE I
THE NUMBER OF SAMPLES IN THE TRAIN AND TEST TEXTUAL DATASETS.

Sentiment Type Train Test
Natural 505 500

Negative 385 340
Positive 331 160

The model was trained using a 10-fold cross-validation tech-
nique on the training dataset to obtain super parameters. The
trained model resulted in a penultimate layer that represented
sentence with a 100-dimensional vector. This vector was going
to be used as features in the feature fusion experiment. Testing
was performed on the test dataset and the results are discussed
in Section V.

B. Learning Visual Representations

The features extracted by Dlib (Python) from the facial
expressions cannot detect emotions. Therefore, all the images
after preprocessing are fed into a CNN model to extract
the corresponding visual representations. The structure of
the model is shown in Figure 4. A 100-dimension vector
representation of the image is finally obtained.

Fig. 4. The CNN model to extract features of facial expressions.

The network shown in Figure 4 has two blocks and seven
layers. Each block has two convolution layers with 3 × 3
kernels and a pooling layer. The output size of the convolution
layer was reduced because of valid padding. We used ReLU
as the activation function of the convolution layers. We used
a max pooling in the first block with 2 × 2 kernels and an

2https://github.com/fxsjy/jieba

average pooling in the second block with 144 × 144 kernels.
Finally, we flattened the output of these blocks into a 1 × 100
dimensional vector.

C. Fusion
This section details the process of blending linguistic and

visual features. Two methods are proposed for processing
visual image data, and five visual feature vectors are obtained
by these two methods. Finally, the text features are merged
with the visual features by using three fusion methods.

Method of processing visual image data. We collected five
participants’ facial expressions for each sentence. We captured
each participant’s expression changes in a sequence of images,
resulting in hundreds of pictures for each sentence.

The captured expressions of participants as they were read-
ing the metaphors, were divided into three stages: pre-change,
changing, and post-change. The information in pre-change and
post-change expressions were little useful, whereas the infor-
mation in changing expression was most obvious and useful to
be considered for vector embedding and represented as image
representation vectors. To obtain suitable visual image feature
vectors, two methods were used to process image data: the K-
means clustering method and the intermediate value method.

We used a clustering algorithm to sort the image features
into three categories matching the change stages, and we used
the cluster center of each class as a feature vector to represent
student expression changes. We used the K-means model in
scikit-learn3, an easy and useful Python toolkit, to complete the
experiment. We set K = 3 to match the number of categories.

The second preprocessing method was to select the inter-
mediate images. We assumed that pictures showing changes in
expression were in the middle of the sequences. We selected
three images from each student’s photo sentence, and used
the average of these vectors as the student’s facial expression
change. Then, we used the average of five students’ represen-
tation vectors as visual features of sentences. We also tried to
use the average of vectors of the middle 20% of every photo
sequence as representation vectors of the students’ expression
changes.

Using the two methods introduced above, we obtained five
kinds of feature vectors to represent facial expression changes
after reading every sentence. In the feature fusion step, we
tried three methods to fuse them with the linguist vectors.

Fusion method. We used three methods to fuse image
features with linguistic feature vectors: feature fusion addition
(FFA), feature fusion concatenation (FFC), and prediction
result fusion (RF).

In the FFA method, we added the visual image feature vec-
tor to the linguistic feature vector to obtain a 100-dimensional
fusion vector. Then we used this vector to train a linear
regression (LR) classification model. The method was:

VF = VL + VI , (8)

where VF is the fusion feature vector, VL is the linguistic
feature vector, and VI is the visual image feature vector.

3https://scikit-learn.org/stable/



In the FFC method, we concatenated the visual image
feature vector with the linguistic feature vector to obtain a
200-dimensional fusion vector. We used LR for prediction.
The method was:

VF = concatenate(VL, VI), (9)

where VF is the fusion feature vector, VL is the linguistic
feature vector, and VI is the visual image feature vector.

In the RF method, like [43], we first used the linguistic and
visual embedding vectors to train the LR classification model
respectively, and we obtained the probability of all test samples
belonging to every class. We then added these two probability
vectors with weights. For all test samples, we selected the
class with the largest probability as the result of the fusion
prediction, which was:

C∗
F = argmax

CF

[PLR(VL) · i+ PLR(VI) · j], (10)

where C∗
F is the result of the fusion prediction: positive (P ),

neutral (O), and negative (N ), PLR(VL) is the prediction
result using the linguistic feature vector and PLR(VI) is the
prediction result using the visual image feature vector. i is the
weight (0 to 1) and j = 1 − i. The result was the class that
maximized the prediction probability.

V. RESULTS AND DISCUSSION

We first tested performance of only using visual features
(the first, second, and third cluster center [CC 1, CC 2 and
CC 3 in tables], and the average vectors of features of 3 or
20% [Mid 3 and Mid 20% in tables]) to predict sentiment of
sentences and chose the best kind of visual features.We tried
all fusion methods (feature fusion by adding, feature fusion
by concatenation, and result fusion) to treat the best kind of
visual feature vectors and linguistic features. We used logistic
regression for the predictions. We performed a 10-fold cross
validation on the dataset, and we used the average performance
to evaluate our model.

Keeping in view the importance of textual information in
identifying metaphors, we considered several baseline methods
such as DPCNN, Transformer-Endoder(TE), Capsule Net-
work(CN) and TRAT-LSTM(TL). DPCNN is a widely used
neural network for text classification designed by Johnson
and Zhang [44], Transformer-Encoder is the encoder of a
Transformer structure designed by Vaswani et al. [45]. Capsule
Network has been proved to be effective in text classification
tasks [46]. TRAT-LSTM is a metaphor recognition model
designed by Peng et al. [21]. We reconstructed the baselines
according to the original author’s way.

We quantified and compared our model’s performance with
the baseline methods on four dimensions: accuracy (Acc),
F1-score (F1), precision (P ), and recall (R) to obtain the
sentiment classification result. We also compared the perfor-
mance of fusion model with unimodal models using linguistic
or visual features individually.

Table II shows the prediction results using visual features
only. Amongst the performance of the five types of visual fea-
tures, classification accuracy is highest on the second cluster

TABLE II
THE PREDICTION PERFORMANCE OF VISUAL FEATURES. CC 1, CC 2 CC 3

INDICATE THE FIRST, SECOND, AND THIRD CLUSTER CENTER.

Method Acc F1 P R
CC 1 0.54 0.38 0.35 0.41
CC 2 0.56 0.46 0.48 0.46
CC 3 0.48 0.22 0.16 0.33
Mid 3 0.55 0.46 0.46 0.47

Mid 20% 0.55 0.46 0.46 0.47

center in the three methods. This indicates that the cluster
centers of facial photos of a sentence can capture expressions
better. However, the performance using the first and third
cluster center is not satisfactory, which may support our
assumption that the expressions in the pre-change and post-
change phases are not obvious for many participants. It also
shows that images of participants’ expressions are not always
in the middle of sequences. As the time set for taking pictures
was at 1-2 seconds after the participants finished reading, the
participants’ expressions change remained uncontrollable. It is
difficult to catch such moments by using images in the middle
of sequences.

Only using visual features cannot classify sentiments of
corresponding sentence precisely, which may be due to the
fact that the expression changes of participants are not obvious.
However, it is worth noting that using CC 2 visual features
outperforms other methods. Thus in the following feature
fusion steps, we use the CC 2 visual features as the represent of
images of participants’ expressions and fuse it with linguistic
features.

TABLE III
COMPARISON OF EXPERIMENT RESULTS. FFA, FFC, RF ARE THREE

MODELS USE BOTH VISUAL FEATURES AND TEXT FEATURES.

Method Acc F1 P R
FFA 0.72 0.73 0.74 0.72
FFC 0.72 0.73 0.72 0.72
RF 0.77 0.77 0.78 0.75

Visual 0.56 0.46 0.48 0.46
Text 0.71 0.71 0.71 0.71

DPCNN 0.71 0.61 0.62 0.61
TE 0.75 0.62 0.63 0.61
CN 0.75 0.69 0.68 0.70
TL 0.74 0.61 0.63 0.61

Table III shows the prediction results of all multimodal
and unimodal models. Visual features used here is CC 2.
The prediction performance of multimodal method FFA and
FFC were not that satisfactory when evaluated on prediction
accuracy, while RF significantly outperformed the baseline
and unimodal methods in all indicators. We notice that if
only textual features are considered, this can improve the
F1-score significantly but if both visual and textual features
are combined together, the prediction performance can be
improved enormously.

The overall performance of FFC is better than FFA. How-
ever, the highest values of these four indicators are same,
which indicates that extending the number of features alone



cannot improve the prediction accuracy. Besides, the time cost
of training a model with more features is higher. When the
prediction accuracy is similar, the faster method is preferred.
In our experiments, FFA was better than FFC.

The prediction accuracies of FFA and FFC were lower than
0.74, but they outperformed the baseline method in recall and
precision, so the baseline method suffers overfitting on our
dataset and we can diminish the overfitting significantly by
adding features and using a simpler model. The prediction
accuracy of RF is higher than the baseline method by up to
three percentage points. In addition, P , R, and F1 of the RF
method are also up by more than 10 percentage points.

Of the three feature fusion methods, RF performs the best.
This indicates that classifying sentiment in metaphors using
the same model with different methods can improve the results
and correct some mistakes. Summing the probabilities of the
kinds of sentiments in the target sentence using different
features and weights can improve the prediction performance
significantly, especially F1 and the corresponding P and R.

TABLE IV
WEIGHTS OF PREDICTION RESULTS USING DIFFERENT VISUAL FEATURES.

CC 1, CC 2 CC 3 INDICATE THE FIRST, SECOND, AND THIRD CLUSTER
CENTER.

Text Visual
CC 1 0.5 0.5
CC 2 0.5 0.5
CC 3 0.6 0.4
Mid 3 0.5 0.5

Mid 20% 0.7 0.3

In the RF method, the weights of prediction results of using
visual and linguistic features indicated the importance of the
corresponding features. Here we tested fusing prediction result
with all kinds of visual features and linguistic features. The
weights of different features are in Table IV. These weights are
equal when using the visual features of CC 1, CC 2, and Mid
3. Moreover, the highest precision comes on fusing prediction
results of linguistic and CC 1 visual features (P = 0.81),
while fusing with the prediction results of CC 2 visual features
obtains the best performance in the other three indicators
(Table III). These results indicate that linguistic and visual
features are equally important when classifying the sentiments
of metaphor.

In all the experiments, we tried to improve the performance
of classifying sentiments of metaphors by both heightening
the accuracy of prediction and avoiding overfitting. The results
show that adding additional information on facial expressions
can significantly improve the model’s generalizability. Fusing
the prediction results of the same model trained by different
features can also improve the accuracy of the results while
avoiding overfitting. These results support that our method of
fusing linguistic and visual features is effective in classifying
sentiments of metaphors.

VI. CONCLUSION

We used facial expression and linguistic features to anal-
yse sentiments of metaphor. We employed a feature fusion

approach to fuse linguistic and visual features to improve
the performance of classifying sentiments of metaphor. We
believe we are the first to use facial expression features to
analyze sentiments in metaphors, which supports that when
participants’ expression changes when reading the metaphor,
this information can be useful in detecting sentiments of
metaphor. Our study opens new doors in this research field.

Our experimental results show that this model outperforms
linguistic and visual models separately. Our approach sig-
nificantly outperforms the state-of-the-art method. Collecting
images of human facial expressions after reading text is
inspiring but painful. Due to the rarity of relevant work, such
a creation of dataset that includes sentiments of metaphor
and the corresponding facial expressions of participants after
reading them, is very worth mentioning and innovative.

This paper shows the importance of facial expressions in
sentiment analysis of text, which often focuses on linguistic
features. Our study has revealed that through the application
of appropriate fusion methods, visual features can greatly
improve the classification of metaphor sentiments. We hope
that this approach inspires those working on text or image
classification in future.
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